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Abstract
This paper presents a novel approach integrating vision
foundation models with reinforcement learning to enhance
object interaction capabilities in simulated environments. We
combine the Segment Anything Model (SAM) and YOLOv5
with a Proximal Policy Optimization (PPO) agent operating in
the AI2-THOR simulation environment. Our experiments,
conducted across four indoor kitchen settings, demonstrate
significant improvements in object interaction and navigation
efficiency compared to a baseline agent without advanced
perception. The results show a 68% increase in average
reward, a 52.5% improvement in object interaction success,
and a 33% increase in navigation efficiency, highlighting the
potential of combining foundation models with reinforcement
learning for complex robotic tasks.
Index Terms: Reinforcement Learning, Object Interaction, 
Vision Foundation Models, Segment Anything Model, 
AI2-THOR Simulation

Introduction
Autonomous robots require sophisticated perception and
decision-making capabilities to operate effectively in complex
environments. Advanced perception allows robots to interpret
their surroundings, recognize objects, and understand spatial
relationships [1], [2].

Reinforcement learning (RL) offers a framework for training
agents to learn optimal policies through interactions with the
environment [3]. However, integrating advanced perception
models with RL agents presents challenges, including
computational complexity and the need for efficient real-time
processing. 

In this work, we propose an approach that combines vision
foundation models with reinforcement learning to enhance
object interaction in simulated environments. Specifically, we
integrate the Segment Anything Model (SAM) [4] and YOLOv5
[5] into the perception pipeline of an RL agent operating within
the AI2-THOR simulation environment [6].
 
Our contributions include: 
(1) developing an RL agent that integrates SAM and YOLOv5
for improved perception and object interaction, 
(2) addressing challenges in designing an effective reward
function, 
(3) demonstrating significant performance improvements over
a baseline agent, and 
(4) providing insights into the integration process of foundation
models with RL for robotic applications. 

Methodology Results
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Future Work
Efficient integration techniques
Transfer learning to real-world scenarios
Multi-task learning capabilities
Performance in dynamic environments
Incorporating human-robot interaction

Conclusions
Successfully integrated vision foundation
models with RL for enhanced object
interaction
Demonstrated significant improvements
in reward, interaction success, and
navigation efficiency
Promising direction for more capable and
adaptable robotic systems

Environment and RL Framework:
AI2-THOR simulation: Four indoor
kitchen scenes
Discrete action space: Navigation and
object interaction
Proximal Policy Optimization (PPO) for
training
Reward function: rt = α · Δdt + β · st - γ ·
ct Where Δdt: change in distance to
target, st: success indicator, ct: penalty
term

Perception Pipeline:
SAM: Scene segmentation for object
boundaries and spatial relationships
YOLOv5: Real-time object detection and
classification
Combination: Overlay SAM masks on
YOLOv5 bounding boxes
Rich environmental representation for
informed decision-making

Training and Evaluation:
440,000 timesteps across four
environments
Asynchronous data loading and GPU
acceleration
Checkpointing and periodic evaluation
Comparison with baseline agent using
standard RGB observations
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Key Improvements:
68% increase in average reward
52.5% improvement in object interaction
success
33% increase in navigation efficiency

Qualitative Observations:
Superior object recognition in cluttered
scenes

1.

Improved spatial awareness and efficient
navigation

2.

More informed and coherent task planning3.
Quick adaptation to novel object
arrangements

4.

Efficient path planning and obstacle
avoidance

5.

Discussion
Vision foundation models significantly
enhance RL performance
Trade-off: Improved capabilities vs.
computational overhead
Enhanced perception leads to better
environment understanding and decision-
making
Challenges remain in computational
efficiency and deployment
Critical importance of reward function design
Complementary benefits of SAM (detailed
segmentation) and YOLOv5 (efficient
detection)


